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Purpose

When an electronic component fails, a process like a crime scene investigation is carried out.  In most cases, the cause is simple, obvious and fixable but in others it is more challenging and potentially expensive.  Attribution of cause is a job for experts but their task is made easier if the first responders understand the basics of device pathology and the need for accurate documentation.
Systems Rationale

Electronic systems are complex and therefore rely on high reliability components.  When a failure occurs, there can be literally thousands of causes.  The goal of the first responder (you) is to make the environment safe and prepare for the subsequent investigation.  Something has to be fixed to ensure that the same system crash never happens again.  It is in everyone’s interests to make that process simple, complete and effective.

System Concepts

This system covers the following system concepts (signified by an X):

__   
S1. A system can be defined in terms of its functional blocks i.e., a “structured functional unit.”

__   
S2. A system has a purpose, transforms inputs into outputs to achieve a goal.

_     
S3. A system is defined by the flow of materials, energy and information, between its functional units.

__   
S4. A system may be open or closed. In an open system additional inputs are accepted from the environment.

_X   
 S5. A system is more than the sum of its parts. Individual components can never constitute a system.
__   
S6. A system provides feedback to the operator and services to the user. Some system functions may involve operator action.

_X_ 
S7. Systems have unique problems.

Student Learning Outcomes

http://www.esyst.org/Courses/DC-AC/_delivery/index.php
For a full course SLOs, click the link and click SLO tab.
Prerequisite Knowledge & Skills
· Basic lab skills to observe and document observations.
· Identify the materials and devices found on circuit boards
· Know how devices are affected by voltage, temperature and mechanical stress.
· Be familiar with typical circuit operating conditions (signals, power and test).

· Use logical thinking to link observations to possible causes.

· Ability to analyze contradictory evidence and report objectively.

Learning Objectives
Relevant knowledge (K), skill (S), or attitude (A) student learning outcomes include:  


K1.  The device defects and characteristics that can lead to failure.


K2.  Links between materials, electrical properties and use conditions.


K3.  How devices fail.  Ultimately, this is almost always a thermal effect.


K4.  Where systems are vulnerable and the symptoms of distress.


K5.  Understand the difference between data, information and understanding.


S1.  Record observations clearly and accurately.


S2.  Handling techniques to avoid stress and ESD events.


S3.  Use what you know, especially out of the context in which it was taught.


S4.  Think logically, especially with incomplete information.


A1.  Be objective.  That means everyone sees the same data you do.


A2.  Explain patiently till your point is taken or modified.


A3.  Persist to get a permanent fix.  Failure stresses people too.


A4.  Stay cool.  The consequences could be serious but just do your job.


A5.  Be honest in all your activities.

Process Overview
Failures are difficult to stage realistically so this is a virtual lab task.  It walks you through the process of failure response to show your choices and their implications.  Every company has its expert trouble-shooters and failure analysts but their effectiveness is invariably conditioned by what the first responders (i.e., you) do.  No-one does the job often enough to become really proficient but there are some simple rules that you can easily apply and the results will be much appreciated.

Time Needed

Lab Performance: 

Your instructor will advise on timescales.  

Lab Deliverables: 

Deliverables depend on the educational context in which this module is used.
Equipment & Supplies

	Item
	Quantity

	None specifically.
	

	
	

	
	


Special Safety Requirements

There no specific safety requirements.  However, any electronic failure has safety implications.  The first act of any investigation is therefore to make sure that the system and its environment are safe both for the investigators (you) and anyone who may have to deal with the consequences or clean-up.
Lab Preparation
No preparation is required.  A first responder comes to the scene when called.  You only have the know-how and tools you normally carry.  However, you do have to know how to use them effectively.

Introduction
This module concentrates on what happens after a failure occurs.  You are the first responder.  You may also be the cause but the effect is the same.  The system has stopped working and you are there to take the next step for recovery.  Lots of thoughts run through your head.  What do you do?  The only consistent advice is to stay cool – if you can.  After that, your response depends on the seriousness of the event and where it occurs.  There is a logical process to follow and the good news is that you already know most of the steps.  The goals for this module are: 

· Identify the root cause of the failure

· Put in a fix to make sure it never happens again
· Clean up the mess – be careful, this could have far-reaching implications.

If the failure is serious or highly technical, you will pass it over to an expert but they still have to rely heavily on your input as the first responder.  You don’t know when you will be called on to do this job but it is important that you do it well.  It is like an exam that covers your entire knowledge and experience.  That’s scary but work through the exercises systematically and you’ll do just fine.

Task
When something unexpected happens, it is important that the circumstances be recorded accurately and clearly.  There is always pressure to get the system back on-line and the clear-up process may destroy evidence of the cause of the failure.  The first responders therefore have an obligation to provide important evidence even if they caused the problem.  The process to determine the root cause of the problem and to make sure it never happens again rests heavily on accurate data and a logical process to link it to the mechanisms that could be responsible for the failure.

Since it is unrealistic to create a system failure just for practice, the tools and techniques are applied to a system you use and understand.   The first task is therefore to select an electronic system that you can use to test the learning outcomes for this module.  It can be a tool, a measurement or test system or indeed anything that contains a reasonable amount of electronics that can go wrong.  Have your academic supervisor approve your selection.

As you go through this series of activities, take care to distinguish what is:

· Data – facts, everyone agrees and the basis for all deductions.
· Information – contextual material added to data.  It’s more subjective so take care to document it all.

· Understanding – implies that you know the links between cause and effect AND the limitations in all these links.
The work to be done in this module is effectively a form of risk analysis that should prepare you to act in the event of a mishap with your system.  All systems have remarkably similar categories of problem and solutions.  We also know that all systems fail from time to time.  It is good to be prepared.

Performance – activities to undertake

1. Watch an episode of CSI.   However, this isn’t entertainment.  Classify the stages and outcomes of the investigation (Appendix 1).

2. Read the “Observations” paper (Appendix 2).  Test your efficiency on a working system that you know well.  Have a colleague do the same and compare results. 

3. Read the paper on failure classification (Appendix 3).  Do a pre-emptive risk assessment of a system you know.

4. Read the paper on Device Pathology (Appendix 4).  For each case, translate the effect into symptoms that would apply to your system.

5. Analyze the consequences of failure (Appendix 5).  Who pays?

Deliverable(s)
Each of the 5 tasks (above) requires a short report.  The main features are:

· Clarity.  That means the reader (your boss) can grasp the key points quickly without having to question you about it.

· Accuracy and objectivity.  If the job had been done by someone else, they would offer the same facts.  No opinions please.  “Stick to what we know”.

· Conclusions require evidence and linking causes.
· Prioritize only on the basis of statistics or history.

· Your report becomes a record so avoid jargon and acronyms.

· Be prepared to be judged by what you write and the process to get there.
There’s a lot of emphasis on effective written communication in this module.  That’s the way it is in companies.  It can be tedious but it is a good skill to acquire and proficiency is well rewarded.

Model Deliverable Example(s)

Grading 

Your instructor will let you know how this lab will be graded.
A note about applications 

The activities described in this module are widely used in industry.  They appear under many names such as Root cause analysis, Failure modes analysis, 8D problem solving, ISO9000, Six sigma, etc.  Each company has its own points of emphasis and the training to go with each application.  Consider the activities described in the 5 appendices as a modest introduction to these powerful business processes.

Appendix 1.   Watch a CSI episode

An episode of CSI can be found on one of the TV cable channels several evenings each week.  It doesn’t matter which episode you select but stick to the classic Las Vegas flavor.  Once the formula for TV success is discovered, scriptwriters stick to the formula till (long after) it has been exhausted.   

You need a notepad and a watch to record what happens and when it happens as the investigation proceeds.   

The starting point is a body.  In your case, it will be a system crash or component failure but the CSI equivalent is a dead body.  Write down what evidence is collected at the crime scene and how long this segment takes.  Evidence comes in five forms:

· Observations by lay people, e.g., neighbors, police

· Observations by CSI staff.

· Photographs – do they ever use any of these photos again?

· Physical evidence collected at the scene (all fitting nicely into small bags).

· Evidence that turns up later in the episode – record the time that happens.

The next stage of evidence comes from the CSI lab and mortuary.  Note when that evidence is introduced and how it links (if at all) with the evidence from the scene.  In particular, try to distinguish between the evidence that is forensic, e.g., linking a bullet to a gun and medical evidence that identifies the cause of death (usually at the autopsy).  For your case, the analogy to the CSI lab is the failure analysis lab in your own company or that of the supplier whose component failed.  You probably won’t go there – but take any chance for a visit. 

At this stage, we need a couple of definitions.  “Cause of death (COD)” is a very technical term for the process or event that ended life – exsanguination, heart attack, blunt force trauma, etc.  “Close the case” implies clear linkage of all the factors that lead up to COD.  Note the time in the episode when a theory that could close the case is first offered and the times when it is subsequently modified.  Note how much of the available evidence is used to justify the theory.  Since this is a TV show, it never gets too complicated.  You will not have that luxury in your job.  You will have a lot more redundant and contradictory evidence to deal with.  

Finally, record the time when Grissom says, “Let’s just stick to what we know”.

This analysis task can be a tricky process, especially if you start to follow the plot instead of writing down notes and times.  You have to keep track of many ideas at once and you only have one shot to collect the information (unless you record the show – did you think of doing that?).  It’s a good lesson in objectivity.  How do you work quickly, take notes and times and still be able to decipher all your material at the end.

CSI investigations on TV are dramatic and are based around a deliberate homicide event.  They also use amazing tools that seem to be unbounded by the laws of physics.  Real life CSI – and your interaction with system failure – is much more down to earth.  You should never see a deliberate and illegal system take-down but you will see plenty of incompetence, accidents and oversights that have the same results.  No matter the cause, the process is always the same:

· Careful, objective observation.

· Collect evidence – just stick to the facts.

· Attribute cause to the effects.

· Document it all and have your analysis accepted.

· Put in the fix so it cannot happen again.

· Reap your just rewards.
Outcome.  

Write a short report on your CSI episode.  Show how the evidence and time of events are linked to the case closure decisions.  This is not a summary of the plot.  It is the framework the scriptwriters had before they added the plot and dialog.

Appendix 2.   Observations – seeing what’s there and nothing else.

Your equipment stops working.  You make an unprintable remark.  You try to restart it but it’s still dead.  Another remark, even less printable, then try again; still dead.  This is where you should recall that a definition of insanity is doing the same thing repeatedly and expecting different results.  Now it’s time to stop and think.   

Normally you look at a scene or even a problem and only see what you want to see.  That process is adequate when everything is working well.  However, if it has all stopped, you need to be much more perceptive.  There are two ways to do it.  The first is the Sherlock Holmes technique – observe every detail and from your vast knowledge of materials and systems behavior, you make an intellectual deduction of the probable cause.  That’s too hard for most of us but we can use the second approach which gives roughly the same result.  You know what the working system should look like.  How does that differ from what you now see?  Add in any information about the death sequence and you should have some good pointers.

The starting point is therefore to know in great detail exactly what the working system looks like when it is running well.  How would you characterize the features of the working system?  It is important not to rush this job.  That’s easy to say but you are under a lot of pressure to reach a conclusion quickly:

· You want to identify what’s wrong and be a hero.

· Others want a conclusion too and they are pressurizing you.

· If you are not part of the solution, you are the problem.

· You are doing more than one thing at a time.

· It takes too long to write it down, you will remember ….

· We fixed it before, and before that.  So we didn’t fix it.

Take your time; your goal is now to close the case.  Document everything thoroughly and systematically.  Keep everyone who needs to know informed about what you are doing and your schedule for outcomes.

Your first decision has nothing to do with fixing the problem.  You have to quantify the scale of the problem.  To put it another way, what is the impact of the shut-down?   

· It happens often.  Some functionality is lost but the system can be rebooted and you quickly catch up.  That’s a routine local problem with local routine reporting.

· You (and maybe some others) can’t progress till you are back on-line.  That has a time and cost penalty.  Who needs to know?

· You are a bottleneck process.  Everything stops till you are back on line.  More people need to know.  Don’t wait till they notice.

· You miss a unique time window.  A good example is a satellite launch.  It may be years before the conditions are right again and you have just blown it.

· Bearers of bad news are never welcomed.  However, they can survive and even prosper if they are pro-active and well prepared as they deliver their bad news.
These impact effects have nothing to do with the cause of the problem or its solution.  However, the impact starts at the moment of failure.  Your first question is therefore not, “How do I fix this?” but “Who needs to know”.  In a smoothly running project, you will know exactly who to contact.  They will ask you some pointed questions, so it is good to have answers ready.  Don’t duck the issue by thinking no-one needs to know.  If that’s the case, the work isn’t necessary and it will be marked for closure anyhow.

You phone the project manager and say, “X is dead”.  In response to the next question, “What happened?” you need to have three responses ready:

· This is what we should see or how it should behave…
· This is what actually happens now…

· This is what I know was going on at the time of the transitio….
Notice how you have moved away from being the guilty party to being the critical person to set up the conditions for a solution.  The next steps might well involve skills and knowledge that are beyond what you have but nonetheless, you have made yourself a vital member of the solution team.  That’s survival 101.

The whole process can be considerably expedited if you have a pre-prepared checksheet to define the normal operating conditions for your system.  That’s the goal for the outcome from this section.

Select an electronic system you know well.  It could be a manufacturing tool or tester or part of a network.  As long as there are some electronic functions and some degree of complexity, it will demonstrate the points to be learned.  Talk to your academic advisor to have your selection approved.   

Without going to look at the system, make a list of as many of its features and operational states as you can recall.  This should include all instrument types, the number and location of power sources, any supervisory or data acquisition programs that normally run, the routine status of any indicators or condition monitors.  Make a sketch of the physical layout showing all connectors and switches.  You know this system well so you should be able to do all this from memory – right?   

Now go and look at the real system.  You have a big advantage in that it is working so you can easily define what is normal.  Note where your recollection does not match reality and ask why you didn’t get it right.   

You have just demonstrated why written instructions and standard operating procedures are required.  Every company subscribes to the ISO9000 quality process and so do you when you accept a paycheck.  The core concepts are:

· Say what you do.

· Do what you say.

· Prove it.

· Improve it.
In this context, “say” means that the process is written and visible to all.  Proof needs data, not opinions.  Improvements also need objective proof.  The process is audited independently and your big boss’s career is on the line so assume that everyone will get their share of the load.  You can look on your report on the normal system operating condition as being part of the first step of the ISO9000 process.  Alternatively, think of it as a pre-flight cockpit status check.  A good outcome will be recognized and appreciated. 

Outcome.  

Write a short report to cover 3 topics:

1. The status indicators for normal operation of your selected system.  Make it as detailed as possible.  It is your template for diagnosis when it fails.

2. Identify the components or features that you think are most likely to fail.  What symptoms will show and what steps do you recommend to confirm the diagnosis?

3. If the system fails, who needs to know?  Make a list of contacts (names, phone numbers and email addresses).  If it is blank, you don’t have a job.

Appendix 3.   Classify failure causes
It is assumed that the system being considered is not a prototype.  It has been well-defined and qualified for the job intended.  Likewise, the users have been trained and the system has been working trouble-free for a time.   

Then it fails and you are on the spot wondering what to do.  Thanks to the last section, you have informed others what has happened.  If the impact is serious, you will be given help.  Otherwise, you have to find the problem.   Where do you start?  The standard solution for solving difficult problems is to break them down into simpler topics.  Some will have obvious symptoms and if they are absent, that cause can be demoted.  It’s all about zooming in on the most likely causes.   

The main categories to cause failure are:

1. A 1-off mistake in handling or use.  At best, it is incompetence but others might call it as technical homicide.  Equipment failures bring out the worst in managers.  If someone owns up to the mistake, we can institute some remedial training or add a few warnings and everyone can move on.  If confessions are always punished, troubleshooting is going to take a long, long time.

2. Frequent but random failures due to software crashes.  It’s a pain to keep rebooting but software technology is slowly improving.  There isn’t much that you can do about this except provide data for your company to pressurize the software suppliers.

3. Systematic misuse that occasionally throws up a combination of circumstances that results in failure.  This points to poor training and understanding of how to use the system.  Most likely, no-one was aware that the failure could happen but when the cause has been identified, appropriate training updates and a new standard operating procedure (SOP) has to be put in place and qualified.  

4. Latent defects in parts.  The cause goes back to the supplier so it is like the software issues in #2.  However, physical systems are much more robust than software and failure rates are much lower in today’s six-sigma world.  If this is the problem, it needs a super version of the CSI lab to confirm it.  Try to establish a constructive relationship with your supplier if possible.  It can be difficult in a stressful condition when blame is being thrown at everyone.  However, you will be rewarded with a faster solution, free replacements, prompt service and some interesting insights into forensic tools and processes. 

5. Wear out processes.  All mechanical parts wear and eventually fail.  Electrical wear-out is much rarer.  The few processes that apply are well-characterized and the electronic devices are designed to show no significant wear over the life of the device.

These causes are very roughly in order of their frequency of occurrence so start with the most likely.  No possible cause ever disappears from your list of suspects; they are promoted and demoted according to the evidence (not opinions) available.  An accepted attribution to one of these causes is what’s required to close the case.

Outcome.  

In your report for the last activity (Appendix 2, outcome 2), you identified the components or features that you thought were most likely to fail.  You also listed the symptoms that would show up.  Now link the symptoms to the causes identified above.  A good way to present this is to make a table:

	
	Symptom 1
	Symptom 2
	Symptom 3
	Symptom 4
	Symptom 5

	Mistake
	
	
	
	
	

	Software
	
	
	
	
	

	Misuse
	
	
	
	
	

	Latent
	
	
	
	
	

	Wear-out
	
	
	
	
	


You can show correlations with an X in the appropriate boxes or you can use a 1, 2, 3 scale to show severity.  Don’t make it more complex than that and always define what the numbers mean.  The good feature about this presentation style is that a stressed manager gets the point quickly and is therefore more likely to leave you alone.

Appendix 4.   Cause of death in electronic devices.

Electronics has a great advantage over most other manufactured goods – the wear-out processes are very slow and the system can be designed not to show significant wear-out during its operational life.  Zero maintenance is a very attractive feature but it only means that electronic products rarely die of old age.  They can still be killed by poor design, abuse or by accident.  There are two approaches to ensure that our devices survive:

· Define the use conditions through design rules, data sheets and standard operating procedures.  These conditions reflect the ways to avoid the major destructive processes and are outlined below.

· Ensure that predictable performance is built-in during the design and manufacturing stages.  This is the subject of Appendix 5. 

Anything manufactured on a large scale has had a lot of money invested in it.  Companies that survive are careful with their money.  That means that every feature of the system – no matter how insignificant – is the outcome of a deliberate design process.  Nothing is done on a whim or because “that’s the way it has always been done”.  To achieve competitiveness on a global scale requires continuous improvement where no detail is too small to analyze and do better.   

If so much effort has gone into creating a system to work in a specified way, it makes sense to use it exactly as intended.  The purpose of this section is to show the reasoning behind some of the ways in which you use systems.  It’s a balance between pushing technical performance and leaving some margin for random variability so don’t go beyond the specifications.

The main sources of operational failure are:

1. Physical damage.  Accidents happen; boxes are dropped and heavy items are dropped on components.  If the result is visible damage, you are lucky.  You scrap the part, castigate the offender and change the handling procedure to avoid repetition.  Ironically, you may have many more problems if no damage is visible, even if the system continues to operate.  Sudden impact can lead to cracks in packages, in boards and in solder joints.  Then you have the starting point for a slow stress failure.

2. Stress failure.  All electronic components are subject to temperature cycling.  It can range from – 50 to + 200 oC in cars and aircraft.  The continuous expansion and contraction of different materials gives stresses that can lead to cracking and failure.  Thus one of the qualification tests done on any prototype product involves rapid temperature cycles in a moist salty atmosphere.  It simulates a lifetime of abuse and any weaknesses will show up before the part is qualified and put into production.

3. Water immersion.  For typical low voltage electronics, drowning is usually not fatal if immediate action is taken.  The water and any residual salts must be carefully removed by cleaning with de-ionized water and then alcohol.  Use appropriate handling conditions.

4. Chemical corrosion.  The process is inevitable under prolonged exposure to salts and moisture.  The rate of reaction is significantly enhanced by higher temperatures and by a voltage difference across the affected area.  All of these are routinely present in electronic equipment.  It gets worse if batteries are allowed to decay.  The broken casing supplies more salts to accelerate the corrosion processes.  Therefore batteries have to be kept in good condition or removed if the equipment is not in use. 

5. High voltages.  All semiconductors show breakdown under high voltage conditions.  Current increases rapidly and very high levels of local power are dissipated.  That increases the local temperature which results in more current and a runaway condition is created.  Destruction comes from the final high temperature.  What makes this process difficult to diagnose is that it can be very local.  It affects the weakest part of a chip but if that function is not used often, it may not show up immediately as a fault.  When you look at a non-functioning part, your first question is, “what did I do to kill it?”  All you did was try to use a component that was already dead so remember to examine that angle too.

6. Electro-static discharge.  ESD is common in dry climates.  Friction-generated charge builds up on clothing and discharges to ground through a spark.  That’s bad news when the path is through a sensitive electronic component.  There are two common solutions.  All IC inputs have protection devices to by-pass the discharge.  Second, you operate with conductive mats on tables and floors and ground straps to your body and tools.  With good operating practice, ESD should not be a problem.  This is where honesty matters.

7. Radiation.  Light, X-rays and microwaves are all electromagnetic energy.  The most damaging is the high energy variety such as X-rays or nuclear decay products.  Any products that have to be operated in a high radiation environment such as in space, near a reactor or even some hospital instruments require specialized characterization and shielding.

These routes to failure are present all the time so there are standard operating procedures to avoid their worst effects.  The additional steps and precautions can be time-consuming and irksome but they are much better than the frustration and delay that follow from a system failure.   

A final point:  Never let a good failure process go to waste.  High voltage breakdown is used to create precision voltage references.  Writing and erasing flash memory cards uses a form of breakdown and visible light radiation provides the energy input for photo-voltaic energy conversion.  Needless to say, these operations are carefully designed to avoid the conditions that lead to failure.

Outcome.  

As a review activity, evaluate the risk your selected system faces from each of the failure mechanisms above.  Can you identify any features of its design that are there to combat the failure risks?  Look at location of components and boards, isolation mountings, heatsinks, sealing and any protection or reset facilities.  Another table might provide a good format:

	Failure mode
	Risk (2, 1, 0)
	Existing protection
	Add protection

	1.  Damage
	1
	Robust box
	Avoid movement

	2.  Stress
	2
	None
	Add a fan

	etc
	
	
	


Remember Murphy’s Laws:

“If it can go wrong, it will”

“When it happens, it will be at the worst possible time”

There is ample evidence for their validity, especially as they will apply to you.

Appendix 5.  Strategy to manufacture robust electronic systems.

The electronics manufacturing industry has changed dramatically in the last 30 years.  Up to the mid-1970s the basic unit for design and assembly was a discrete component (resistor, capacitor, transistor, or small IC).  They could be replaced on a circuit board and the process used to make prototype electronic modules was essentially the same as that for mass production.  Thus there was a huge variety of circuits and most could be easily made and tested in a lab.  It was great for innovation and teaching but product reliability was awful.  As a result, the size of electronic systems (computers in particular) was limited but there were clear opportunities if the size-reliability barrier could be broken.  

The advent of dense integrated circuits brought about a revolution, first in computer technology, then in communications and now we see the effects in every business activity.  Digital circuits allowed many functions (now billions) to be produced at once on a single silicon chip.  The new technology delivered:

· smaller size

· higher performance

· lower cost 

· higher reliability.   
That’s a powerful combination of offerings, especially when combined with automated multi-layer board assembly linked to computer-based design and testing.  The feature of this technology that is rarely given enough recognition is the precise process control that is employed.  That has led to higher yields, much tighter performance specifications and greatly enhanced reliability.

The only downside is that although we now have superb technology, it is designed to produce millions of products such as cellphones, computers and cars.  What happens if you only need a few parts?  You can’t go back to the old hand-made assembly because of its complexity and reliability limits.  The solution is to use mass produced chips such as FPGAs or Microcontrollers which can be programmed to give unique functional behaviors.  These components are compatible with volume manufacture so if a prototype is successful, it doesn’t have to be redesigned for current technology before it can be produced in large numbers.   
Outcome  

Examine your selected system.  Does it have any functions that could be integrated on to a next-generation chip?  The answer is probably yes, so write a short analysis of what that means for system reliability and also for your future job.
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